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Infrastructure Has Changed 



Cloud Refresher



Cloud Complexity hampers 

Incident Response

• Research from Cado Security found over 

two-thirds (65%) of organizations take 

between three and f ive days longer when 

investigating issues or incidents within their 

c loud environments as opposed to on -

premises.

• 34% of organizations reported l imited levels 

of c loud-specif ic  cyber security ski l ls  within 

their teams, thus l imiting the extent to 

which they can effect ively respond to 

incidents across environments.



What is an Incident?

The Federal  Information Security Modernization 

Act of  2014 (FISMA) def ines “ incident” as  “an  

occurrence that  (A)  actual ly  or  imminently 

jeopardizes,  without  lawful  authority ,  the 

integrity ,

conf idential ity ,  o r  availabil ity of  information or  an  

information sys tem;  or (B)  const i tutes  a  violat ion or 

imminent  threat  of  v io lation of  law ,  security 

pol icies ,  security procedures,  or acceptable use 

pol icies .”



What is an 

Incident 

Response 

Plan(IRP)?

A Structured 

Framework: An 

incident 

response plan 

(IRP) is a 

predefined and 

structured 

process to 

effectively 

manage and 

mitigate the 

impact of 

security 

incidents;

Preparation is 

Key: It outlines 

procedures and 

actions to be 

taken before, 

during, and after 

a security 

breach or any 

disruptive event.

Goal: Minimize 

Damage: The 

primary 

objective is to 

minimize the 

impact on the 

organization, 

recover 

operations 

quickly, and 

prevent future 

occurrences.



Key Components of an IRP

Incident Identification 

and Classification: Clear 

criteria to recognize and 

categorize incidents based 

on severity and impact.

Roles and 

Responsibilities: Clearly 

defined roles for incident 

response teams and 

individuals involved in the 

process.

Communication Protocols:

Established communication 

channels and procedures for 

internal and external 

stakeholders during an 

incident.

Containment and 

Eradication: Strategies to 

isolate and neutralize the 

threat, preventing further 

damage.

Recovery and Restoration:

Processes for restoring 

systems, data, and services 

to normal operation.

Lessons Learned and 

Improvement: Post-

incident analysis to identify 

areas for improvement and 

update the IRP accordingly



Benefits of an IRP

REDUCED 

DOWNTIME:

MINIMIZE 

OPERATIONAL 

DISRUPTION AND 

FINANCIAL LOSSES.

IMPROVED 

DECISION-

MAKING: PROVIDE 

A CLEAR ROADMAP 

FOR TEAMS TO 

FOLLOW DURING A 

CRISIS.

ENHANCED 

REPUTATION:

DEMONSTRATE 

PREPAREDNESS AND 

COMMITMENT TO 

SECURITY, 

FOSTERING TRUST 

AMONG CUSTOMERS 

AND 

STAKEHOLDERS.

REGULATORY 

COMPLIANCE:

HELPS MEET 

COMPLIANCE 

REQUIREMENTS 

AND AVOID 

PENALTIES.

REMEMBER: AN IRP 

IS A LIVING 

DOCUMENT THAT 

SHOULD BE 

REGULARLY 

REVIEWED, TESTED, 

AND UPDATED TO 

STAY AHEAD OF 

EVOLVING 

THREATS.



Where do we Start??

Inc ident Response F rameworks/Templates

• NIST Cybersecuri ty  Framework (CSF):

ht tps :/ /www.n is t .gov/cyber f ramework

• ht tps :/ /cs rc .n is t .gov/pubs/sp/800/61/r3/ ipd

• ht tps :/ /www.c isa.gov /s i tes /defau l t / f i les/2023 -

01/ f ina l -

RP_ ics_cybersecur i ty_ inc ident_response_100609.pd f

• Cloud Secur i ty  A l l iance  (CSA) C loud Inc ident 

Response Framework (CIR):  

ht tps :/ /c loudsecur i tya l l i ance.org/ar t i f ac ts/c loud -

inc ident - response- f ramework/

• AWS Secur i ty  Inc ident Response Gu ide

• Azure  Secur i ty  Inc ident Response Gu ide

• Google C loud Inc ident Response Framework

https://www.nist.gov/cyberframework
https://csrc.nist.gov/pubs/sp/800/61/r3/ipd
https://cloudsecurityalliance.org/artifacts/cloud-incident-response-framework/
https://cloudsecurityalliance.org/artifacts/cloud-incident-response-framework/


So the Boss says let’s have AI 

Step 1 - Understand the use - in all cases, understanding the specic business problem AI will solve 

and the data needed to train the model, will help drive the policy, protocols, and controls that need 

to be implemented;

Step 2 - Assemble the team -Developing and deploying AI systems, just like traditional systems, are 

multidisciplinary and include similar elements, such as risk assessment, security / privacy / 

compliance controls, threat modeling, and incident response.  Party goers include:

Step 3 - Level set with an AI primer  - know what is needed



Building Blocks of AI



Lifecyle and Key Dimensions of an AI 

System



AI Layers

AI

Collaborative AI 

Systems

Adaptive AI Applications

AI Applications & Services

Training and Fine-Tuning

Pre-Trained Models

Libraries and Frameworks

Hardware



Hardware (Local, 

Cloud, Hybrid)

• Graphics Processing Units (GPUs)

• Tensor Processing Units (TPUs)

• Field-Programmable Gate Arrays 

(FPGAs): 

• Neuromorphic Computing: 

• Memory

• Storage



Libraries and 

Frameworks(Local, Cloud, 

Hybrid)

L ibrar ies  and frameworks  provide developers  with  

tools  to  bui ld,  t ra in,  and deploy  AI  models .  Popular  

ones  inc lude TensorFlow,  P yTorch ,  and sc i -k i t - learn.

Websi tes  to  exp lore  further :

•TensorFlow: https://www.tensorf low.org /

•PyTorch: https://pytorch.org /

•Sc ik i t - learn: https://scikit - learn.org /

•Keras . io :  https://keras.io /

https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Etensorflow%2Eorg%2F&urlhash=vLVx&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fpytorch%2Eorg%2F&urlhash=OyKS&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fscikit-learn%2Eorg%2F&urlhash=17UG&trk=article-ssr-frontend-pulse_little-text-block
https://keras.io/


Pre-trained Models (Mostly 

Download, or Cloud)

Pre- t ra ined models  l i ke  GPT -4 ,  BERT,  Coco,  and ResNet

have a l ready  been t ra ined on mass ive  datasets .  

Developers  can  use  these  models  to  save  t ime and 

resources  when creat ing  new A I  appl i cat ions .

Webs i tes  to  exp lore  t ra in ing  models :

•GPT-4: htt ps://openai .com/gpt -4/

•BERT: htt ps ://ai . google/research/pubs/pub45413

•COCO: htt p://cocodataset .org /

•CiFAR : https ://www.cs .toronto.edu/~kr i z /c i far.html

https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fopenai%2Ecom%2Fgpt-3%2F&urlhash=lDUo&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fai%2Egoogle%2Fresearch%2Fpubs%2Fpub45413&urlhash=T2OJ&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=http%3A%2F%2Fcocodataset%2Eorg%2F&urlhash=iDzF&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Ecs%2Etoronto%2Eedu%2F%7Ekriz%2Fcifar%2Ehtml&urlhash=NrqF&trk=article-ssr-frontend-pulse_little-text-block


Training and Fine-

Tuning

W e b s i t e s  t o  e x p l o r e  T r a i n i n g  a n d  F i n e - t u n i n g :

•H u g g i n g  F a c e :  h t t p s : / / h u g g i n g f a c e . c o /

•O p e n A I :  h t t p s : / / o p e n a i . c o m /

•G o o g l e  C o l a b :  h t t p s : / / c o l a b . r e s e a r c h . g o o g l e . c o m /

•T e n s o r F l o w :  h t t p s : / / w w w . t e n s o r f l o w . o r g /

•A m a z o n  S a g e M a k e r : h t t p s : / / a w s . a m a z o n . c o m / s a g e m a k e r /

•I B M  W a t s o n  S t u d i o : h t t p s : / / w w w . i b m . c o m / c l o u d / w a t s o n - s t u d i o

•N V I D I A  D e e p  L e a r n i n g  I n s t i t u t e : h t t p s : / / w w w . n v i d i a . c o m / e n - u s / d e e p - l e a r n i n g -

a i / e d u c a t i o n /

•A l g o r i t h m i a : h t t p s : / / a l g o r i t h m i a . c o m /

•P a p e r s p a c e G r a d i e n t :  h t t p s : / / g r a d i e n t . p a p e r s p a c e . c o m /

•K a g g l e :  h t t p s : / / w w w . k a g g l e . c o m /

•R o b o f l o w :  h t t p s : / / r o b o f l o w . c o m /

https://huggingface.co/
https://openai.com/
https://colab.research.google.com/
https://www.tensorflow.org/
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Faws%2Eamazon%2Ecom%2Fsagemaker%2F&urlhash=r1j9&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Eibm%2Ecom%2Fcloud%2Fwatson-studio&urlhash=gKK1&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Envidia%2Ecom%2Fen-us%2Fdeep-learning-ai%2Feducation%2F&urlhash=ZMs7&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Envidia%2Ecom%2Fen-us%2Fdeep-learning-ai%2Feducation%2F&urlhash=ZMs7&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Falgorithmia%2Ecom%2F&urlhash=8gut&trk=article-ssr-frontend-pulse_little-text-block
https://gradient.paperspace.com/
https://www.kaggle.com/
https://roboflow.com/


AI Applications and Services

Chatbots & Vir tual Assistants: 

https://dialogf low.cloud.google.com/

Language Translation: 

https://translate.google.com/

Image Recognition & 

Classif ication:https://cloud.google.com/visio

n

IBM Watson: https://www.ibm.com/watson

Tes la : https://www.tesla.com/

https://dialogflow.cloud.google.com/
https://translate.google.com/
https://cloud.google.com/vision
https://cloud.google.com/vision
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Eibm%2Ecom%2Fwatson&urlhash=N0Mg&trk=article-ssr-frontend-pulse_little-text-block
https://www.linkedin.com/redir/redirect?url=https%3A%2F%2Fwww%2Etesla%2Ecom%2F&urlhash=V3_O&trk=article-ssr-frontend-pulse_little-text-block


Adaptive AI 

Applications

Dynamic Pricing: Air l ines and Hotels commonly 

use this,  but specif ic provider URLs may vary

Risk Assessment & Credit Scoring: Equifax is 

known to use Adaptive AI

•Predictive Diagnostics:PathAI is one example:

•https://www.pathai.com/

Adaptive AI is Sti l l  Emerging: Many appl icat ions 

are st i l l  in research or ear ly adopt ion stages.

https://www.pathai.com/


Securing AI

Review what  ex i st ing  s ecur i ty  

cont rols  a cros s  t he  s ecur i ty  domains  

a pp ly  to  A I  systems ;

Eva luate t he  re levance of  t ra d it ional  

cont rols  to  A I  t hreats  a nd  r i s ks  us ing  

ava i lable  f rameworks;  



Data is your Largest 

Asset

Pr e p a r e  t o  s t o r e  a n d  t r a c k  s u p p l y  c h a i n  a s s e t s ,  c o d e  a n d  

t r a i n i n g  d a t a  

En s u r e  yo u r  d a t a  g o v e r n a n c e  a n d  l i f e c yc l e  m a n a g e m e n t  a r e  

s c a l a b l e  a n d  a d a p t e d  t o  AI .  

D e p e n d in g  o n  t h e  d e f i n i t i o n  o f  d a t a  g o ve r n a n c e  yo u  f o l l o w ,  t h e r e  

a r e  u p  t o  s i x  d e c i s i o n  d o m a in s  f o r  d a t a  g o ve r n a n c e :  

• D a t a  q u a l i t y  

• D a t a  s e c u r i t y  

• D a t a  a r c h i t e c t u r e  

• M e t a d a t a  

• D a t a  l i f e c yc l e  

• D a t a  s t o r a g e  



AI Needs the Right People 

– Retain and Retrain

• For many organizations, f inding the right 

talent in security,  privacy and compliance 

can be a multi -year journey. 

• Often better to retain current talent and 

retrain with skil ls relevant to AI.  quicker 

to than hire talent externally with specif ic 

AI  knowledge, but lack the institutional 

knowledge that can take longer to acquire.  



Extend detection and response to bring AI into 

an organization’s threat universe 

• Develop understanding of threats that matter for AI usage scenarios, the 

types of AI used, etc. 

• Prepare to respond to attacks against AI and also to issues raised by AI 

output 

• Gen AI,  focus on AI output - prepare to enforce content safety policies 

• Adjust your abuse policy and incident response processes to AI -specific 

incident types, such as malicious content creation or AI privacy 

violations 



AI attack 

vectors

Evas ion Attacks : These  a t tacks  a im to  

dece ive  o r  f oo l  an  AI  mode l  i n to  

m isc las s i f y i ng  o r  m is in te rp re t ing  input  

da ta .  A t tacke r s  i n t roduce  subt l e  

pe r tu rba t i ons  to  the  input ,  o f ten  

impercep t i b l e  to  humans ,  tha t  cause  the  

AI  to  p roduce  incor re c t  ou tput s .

Example- Add ing  No i se  to  an  image  fo r  AI  

to  m isc las s i f y



AI Attack Vectors

Poisoning Attacks: These attacks target 

the training data used to build AI 

models. Attackers inject malicious or 

misleading data into the training set, 

causing the model to learn incorrect 

patterns and produce biased or 

inaccurate outputs. This can have 

serious consequences, particularly in 

critical applications l ike healthcare or 

f inance.



AI Attack Vectors

Model Extraction Attacks: These attacks 

attempt to steal the intel lectual property of 

an AI model by extracting its underlying 

architecture, parameters, or training data. 

Attackers can use this stolen information to 

bui ld their own repl ica model, bypassing the 

need for extensive research and 

development.

Data Theft – Theft of IP, or ”Secret Sauce”



AI Attack Vectors

Membership Inference Attacks:

These attacks try to determine if a 

specif ic data point was used to train 

an AI model. If successful, attackers 

can gain insights into the training 

data, potentially leading to privacy 

breaches or the disclosure of sensitive 

information.



AI Attack Vectors

Trojan Attacks: These attacks involve 

inserting malicious code or backdoors 

into an AI model during training. This 

code can then be triggered by specif ic 

inputs, causing the model to behave in 

unexpected ways or leak sensitive 

information.



AI Attack Vectors

Adversarial Attacks:  These attacks aim to manipulate the 

behavior of an AI model by exploiting vulnerabilities in its 

decision-making process. Attackers can craft inputs that cause 

the model to produce unintended or harmful outputs, even if the 

input appears normal to humans.



Incident Example



AI Attack Vectors

Data Privacy Attacks: These attacks focus on exploiting vulnerabilities in how AI 
models handle data. Attackers can try to reconstruct training data, infer sensitive 
attributes from model outputs, or bypass privacy-preserving mechanisms.



AI Attack 

Vectors

Algorithmic Bias:  This is not an 

attack in the tradit ional sense, but 

i t 's a s ignif icant concern in AI. I f  AI 

models are trained on biased data , 

they can perpetuate those biases 

and lead to discr iminatory or unfair 

outcomes.



AI Incident 

Database



AI Incidents AKA AI-Generated Risk



AI-Generated 

Risk



AI-

Generated 

Risk



AI-Generated Risk



AI-

Generated 

Risk



AI RISK

NIST Trustworthy and Responsible 

AI –NIST AI 600-1 (7/2024)

NIST AI Risk Management 

Framework AI RMF 1.0 (1/2023)

https://www.nist.gov/itl/ai-risk-

management-framework

https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework


AI Risks - USA



AI Risks - Europe



Generative AI Risks

CBRN Information or Capabilities: 

Eased access to or synthesis of 

materially nefarious information or 

design capabilities related to 

chemical, biological, radiological, or 

nuclear (CBRN) weapons or other 

dangerous materials or agents.



Generative AI 

Risks

Confabulation: The production 

of conf idently stated but 

erroneous or false content 

(known col loquial ly as 

“hal lucinations” or 

“fabrications”) by which users 

may be misled or deceived. 6



Generative AI 

Risks

Dangerous, Violent, or Hateful Content: 

Eased production of and access to 

violent, inciting, radical iz ing, or 

threatening content as wel l  as 

recommendations to carry out self -

harm or conduct i l legal activit ies. 

Includes dif f iculty controll ing publ ic 

exposure to hateful and disparaging or 

stereotyping content. 



Generative AI 

Risks

Data Privacy: Impacts due to 

leakage and unauthorized use, 

disclosure, or de-

anonymization of biometric, 

health, location, or other 

personally identif iable 

information or sensit ive data. 

7



Generative AI 

Risks

Environmental Impacts: 

Impacts due to high compute 

resource uti l ization in training 

or operating GAI models, and 

related outcomes that may 

adversely impact ecosystems. 



Generative AI 

Risks

H a r m fu l  B i a s  o r  H o m o g en i z a t i o n :  

A m p l i f i c a t i o n  a nd  e x a c e r b a t i o n  o f  h i s t o r i c a l ,  

s o c i e t a l ,  a nd  s y s t e m i c  b i a s e s ;  p e r f o r m a nce  

d i s p a r i t i e s 8  b e twe e n  s ub - g r o up s  o r  

l a ng ua g e s ,  p o s s i b l y  d ue  t o  n o n-

r e p r e s e n t a t i v e  t r a i n i n g  d a t a ,  t h a t  r e s u l t  i n  

d i s c r i m in a t i o n ,  a m p l i f i c a t i o n  o f  b i a s e s ,  o r  

i n c o r r e c t  p r e s um p t i o n s  a b o u t  p e r f o r m anc e ;  

und e s i r e d  h o m o g e ne i t y  t h a t  s k e ws  s y s t e m  o r  

m o d e l  o u t p u t s ,  wh i c h  m a y  b e  e r r o ne o u s ,  l e a d  

t o  i l l - f o und ed  d e c i s i o n - m ak i ng ,  o r  a m p l i f y  

h a r m f u l  b i a s e s .  



Generative AI 

Risks

Lowered barr ier to entry to 

generate and suppor t the 

exchange and consumption of 

content which may not d ist inguish 

fact from opinion or f ict ion or 

acknowledge uncer ta int ies,  or 

could be leveraged for large-scale 

d is- and mis-informat ion 

campaigns.



Generative AI 

Risks

Human-AI Con f igurat ion:  

Arrangements  o f  o r  in terac t ions  

be tween a  human and  an  AI  sys tem 

wh ich can  resu l t  in  the  human 

inappropr ia te ly  an thropomorph iz ing 

GAI  sys tems o r  exper ienc ing 

a lgor i thmic  avers ion,  au tomat ion b ias ,  

over- re l iance ,  o r  emot iona l  

entanglement  w i th  GAI  sys tems.  



Generative AI 

Risks

In format ion Secur i ty :  Lowered bar r iers  

f o r  o f fens ive  cyber  capab i l i t ie s ,  

inc lud ing v ia  au tomated d i s covery  and  

exp lo i ta t ion  o f  vu lnerab i l i t i es  to  ease  

hack ing,  ma lware ,  ph i sh ing,  o f fens ive  

cyberopera t ions ,  o r  o ther  

cybera t tacks ;  inc reased  a t tack  su r face  

f o r  ta rge ted  cyberat tacks ,  wh ich may 

compromise  a  sys tem’s  ava i lab i l i ty  o r  

the  con f ident ia l i ty  o r  in tegr i ty  o f  

t ra in ing data ,  code ,  o r  mode l  we ights .  



Generative AI 

Risks

Intel lectual Proper ty: Eased 

product ion or repl icat ion of a l leged 

copyr ighted, trademarked, or l icensed 

content without author izat ion 

(possib ly in s ituat ions which do not 

fa l l  under fa ir  use); eased exposure 

of trade secrets; or plagiar ism or 

i l legal repl icat ion. 



Generative AI 

Risks

Obscene, Degrading, and /or 

Abusive Content: Eased 

product ion of and access to 

obscene, degrading, and /or 

abusive imagery which can cause 

harm, inc luding synthet ic chi ld 

sexual abuse mater ia l  (CSAM), 

and nonconsensual int imate 

images (NCII) of adults.  



Generative AI 

Risks

Va lue Cha in  and  Component  

In tegrat ion:  Non- t ransparent  o r  

un traceab le  in tegrat ion  o f  ups t ream 

th i rd -party  components ,  inc lud ing data  

tha t  has  been  improper ly  ob ta ined o r  

no t  p rocessed and  c leaned due  to  

inc reased au tomat ion f rom GAI;  

improper  supp l ie r  ve t t ing ac ross  the  AI  

l i f e cyc le ;  o r  o ther  i s sues  tha t  d im in i sh  

t ransparency o r  accountab i l i ty  fo r  

downstream users .



Manage Generative AI Risks

NIST AI_RMF_Playbook



NIST AI RMF PLAYBOOK 



Additional IRP – AI Systems - 

Preparation

Design policies and procedures addressing internal operations around an AI incident 

response, defining terms and thresholds, and assigning clear roles and responsibilities.
Design

Establish categories and rankings of foreseeable harms and devise general processes for 

dealing with the "unforeseeable" outcomes.
Establish

Ensure inclusion of events in which unintended model outputs occur (inaccuracy, bias, 

etc.), as well as results from external attacks and malicious actors.
Ensure

Ensure policies and procedures encompass failures at all stages of the model life cycle.Ensure

Institute initial and recurring training (individual as well as organizational) to 

operationalize policies, ensuring sufficient awareness and competence after an incident.
Institute



Additional IRP – AI Systems -

Identification

Follow procedural 

standards to detect 

and verify that an 

incident has 

occurred.

01

Monitor models and 

systems for the full 

range of harms 

potentially generated 

by AI failures.

02

Activate or access 

channels to accept 

notices, inputs and 

real-time feedback 

from affected 

business partners, 

consumers or other 

third parties.

03

Establish directed 

procedural controls 

for creating relevant 

logs, notifications and 

information sharing.

04



Additional IRP – AI Systems -

Containment

Address the immediate damage first, then stop or pause operations, engage temporary 

alternatives where available and begin documentation, tracking and backup procedures 

as appropriate.

Address

Implement procedural directives to scope, evaluate, elevate, respond or otherwise 

address near- and long-term harms as anticipated from the incident.
Implement

Apply technical fixes as identified by the engineering, project or programming teams to 

mitigate harms and minimize further problematic performance.
Apply



Additional IRP – AI Systems - Eradication

Formally remove operational 

systems or pull systems in 

development until sufficient 

reviews and mitigation can 

confirm no further harms will 

occur relative to the specific 

incident.

1

Employ extensive and 

documented testing on revised or 

replacement systems, particularly 

related to the harms from the 

known incident.

2

Review for any other corollary 

performance errors in the 

affected system, and look for any 

"upstream" or "downstream" 

dependencies that may be 

affected.

3



Additional IRP – AI Systems -Recovery

The newly revised or replacement model should be hardened 

before deployment.

Benchmark and document the new/repaired model 

performance metrics and outputs before resuming 

development or returning to production-level operations.



Additional IRP – AI Systems –Lessons Learned

Review documentation generated in response to the incident, 

create summarized reports and analyses of problematic outcomes 

as well as organizational actions in response, and identify gaps or 

areas of particular success or effectiveness.

Share such documentation institutionally with those 

responsible for the incident response processes and 

incorporate it into future training and testing scenarios 

as appropriate. Review and update policies as required.



The Value of 

AIRPs and 

Tabletops for 

AI Incidents

news reports

investigation

BlueCrest

Zillow

As more companies implement AI for their core business functions, the risks 

of AI incidents increase. Examples of AI incidents include the following:

Public complaints of bias or unfair treatment of a protected class resulting 

from an AI tool used for healthcare, lending, or insurance underwriting, such 

as news reports that Optum’s healthcare algorithm discriminated against black 

patients, which prompted an investigation by NY DFS.

Failure to sufficiently disclose that AI is being used for certain tasks or 

decisions, like in BlueCrest, where investors were not aware that an 

algorithmic trading application was managing a substantial portion of their 

funds, leading to an SEC enforcement action.

Failure of AI tools that are used for core business functions, such as in the 

case of Zillow, where a house-pricing algorithm performed poorly in light of 

new circumstances arising from the pandemic, resulting in hundreds of 

millions of dollars in losses and several shareholder lawsuits.

https://www.wsj.com/articles/researchers-find-racial-bias-in-hospital-algorithm-11571941096?mod=article_inline
https://dfs.ny.gov/system/files/documents/2019/10/20191025160637.pdf
https://www.debevoisedatablog.com/2021/01/12/regulatory-risks-for-not-disclosing-trading-algorithms-five-takeaways-from-the-secs-170-million-settlement-with-bluecrest-capital/
https://www.debevoisedatablog.com/2022/04/07/ai-oversight-is-becoming-a-board-issue/


Table Top an AIRP

THE KEY TASKS 

AND DECISIONS 

ARE COVERED;

THE RIGHT 

PEOPLE ARE 

ASSIGNED TO 

THOSE TASKS 

AND DECISIONS;

COMMUNICATION

S, ESCALATIONS, 

AND APPROVALS 

ARE PROPERLY 

ADDRESSED;

EXTERNAL 

RESOURCES ARE 

IDENTIFIED, SO 

THAT THE 

COMPANY IS NOT 

SCRAMBLING TO 

IDENTIFY AND 

RETAIN THE 

RIGHT OUTSIDE 

ADVISERS 

DURING AN 

ACTUAL 

INCIDENT; AND

DIFFICULT 

DECISIONS 

(SUCH AS 

WHETHER TO 

IMMEDIATELY 

DISCONTINUE 

THE USE OF AN 

AI SYSTEM THAT 

IS UNDER 

SCRUTINY) ARE 

THOUGHT 

THROUGH, SO 

THAT 



Automating Defenses for Existing 

and New Threats

Identify the list of AI 

security capabilities 

focused on securing AI 

systems, training data 

pipelines, etc. 

01

Use AI defenses to 

counter AI threats, but 

keep humans in the 

loop for decisions when 

necessary 

02

Use AI to automate 

time consuming tasks, 

reduce toil, and speed 

up defensive 

mechanisms 

03



Final 

Thoughts
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